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Abstract

This abstract contains a summary and further reading to accompany the talk “Social Media: A
Microscope for Public Discourse”, given at the Digital Humanities Congress 2014.

Social media can be seen as a digital sample of all human discourse. We discuss the idiosyncracies and
potential of this communication medium and present a mature software toolkit for social media study.

Although superficially social media can look like a seething tide of trivia, these seven hundred million
openly-published daily messages have been shown to be rich in structured, salient signals. One can
observe how relationships and groups form and dissipate in social groups. Displays of affect, social class,
and tribe are frequently evident through choice of language (Hu et al., 2013). Reactions and attitudes
towards events, movements and political ideas can be captured and recorded. Additionally, longitudinal
analysis provides historical records for retrospective studies.

Much work in digital analysis of text has focused on news articles. While well-formed, covering a
reasonably broad selection of topics, and often accurate, such text tends to have been written by middle-
class working-age white men - leading to a narrowing of styles and ideas discussed (Eisenstein, 2013).
This has serious knock-on effects: for example, language-based interactions with automated systems are
more likely to be successful if one uses the language style the system was trained on. In contrast, Twitter
- the model social media platform (Tufekci, 2014) - contains a broad and diverse range of authors. We
discuss this bias and how it challenges digital tools.

As human knowledge expressed in language, the field of computational linguistics - the understanding
and study of language using computational techniques - offers exciting prospects for the digital human-
ities. We finally introduce state-of-the-art, open software which focuses on processing and extracting
information from Twitter (Bontcheva et al., 2013), and is part of the GATE language processing system
developed at the University of Sheffield.
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