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Brown clustering takes a corpus 
and outputs c clusters of word types

· Avoid default values of c
· Getting a big corpus is more helpful than generating many clusters – usually!
· If you care more about tree information, make c high
· If you care more about how words cluster together, don't make c very high
· Try random search for c, weighted away from very low and high values of c
· To save time, start your parameter search using some of our pre-generated clusterings
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NER performance, paths−only features

INTRO
These clusters are placed in a tree

But how do we know how many clusters to generate? 
Too few, and too many, are both harmful

Let's evaluate Brown clusters, using named entity recognition as the task:

mouse

cat
papageientaucher

PRACTICAL ADVICE:
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NER performance, class−only feature


